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ABSTRACT
Based on a previously published neural network-based video intra prediction approach, this paper proposes and evaluates several extensions of both the training process as well as the network architectures. In particular, the influence of coding artifacts in the training samples as well as the effect of using different approximations of the residual coding costs as loss functions are investigated. In addition, the architecture is optimized and extended by final deconvolutional layers. Combined with the use of network pruning, it was not only possible to increase the achieved compression gain in comparison to the previous work, but also to reduce the needed number of floating point operations per pixel by more than 72% at the same time.
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1. INTRODUCTION
As traditional intra prediction methods can reduce redundancy in smooth areas or at straight edges but are usually unable to capture curves or complex textures, several neural network-based intra prediction approaches were presented within the last years.

The first approach for a fully-connected intra prediction network was published in [1] and [2]. It already proved that NNs can lead to notable bit-rate reductions. Since then, numerous authors tried more sophisticated but also computationally more costly architectures. While [3] and [4] presented CNN-based architectures, an RNN-based approach was published in [5] and further improved in [6] and [7]. In [8] the complete inpainting network from [9] was integrated into a video codec with very promising compression results, but also with large complexity problems. Recently an autoencoder-based approach, transmitting quantized feature space values, was described in [10], but not yet tested in a complete video codec.

A lower compression gain at very low complexity is achieved by the approach from [11]. Here, a network returning multiple predictions simultaneously was reduced to a single layer. Interestingly, not only the branches for these different results but also the networks for the different block sizes were trained jointly, as described in [12]. The result was of low enough complexity to be adopted into the VTM test model [13]. The problem remains however, that it is difficult to draw conclusions from the comparison of these papers as the used training set is a very significant factor for the achieved compression results and almost all of them use a different one.

A first comparison of a fully-connected and two convolutional architectures trained on the same data as well as the comparison of two different loss functions were reported in [14]. It is the goal of this paper to extend the analysis started there in four aspects: First, the loss function comparison is extended by two new candidate functions that approximate the resulting coding cost of a prediction more closely than the previously tested ones. Second, the effects of using training material with coding artifacts are investigated. Third, changes in the architecture’s hyper parameters are evaluated in order to compare not just any instances of each architecture type, but either those with the best achievable results for each category or those of comparable computational complexity. Fourth, the investigated architecture types are extended to those with final deconvolutional layers and to pruned networks.

The results of the first two of these evaluations are described in section 3 followed by the results of the architecture related analysis in section 4. However, first it is necessary to briefly summarize the results from [14] in section 2.

2. PREVIOUS WORK
There are several aspects of using neural networks for intra prediction that were analyzed in [14]. Among the main novelties was the use of convolutional networks with final fully-connected layers as shown in figure 1, the training of separate networks for chroma prediction that integrates cross-component information and the integration of the network-based mode by extending the most probable mode list used for intra mode signaling in HEVC.

In detail, three architectures for the prediction of luma blocks were compared that had two, one or zero convolutional layers at their beginning followed by four fully-connected layers. As the number of used reference lines was restricted to four and no padding was used, the options for the used kernel sizes were limited. Every layer but the last used a leaky ReLU as its activation function and optionally available parts of the reference area were randomly masked during training, which was performed on patches from 104 raw sequences using an Adam optimizer. The comparison showed, that while on average the version with two convolutional layers gave the highest BD-rate gains, the purely fully-connected version outperformed the others on noisy high-resolution content.

Fig. 1: Example architecture from [14] for a 4×4 luma block with two initial convolutional layers of kernel size \( k_c = (3, 2) \) as well as four fully-connected ones. Each layer except the final one is followed by a leaky ReLU.
Fig. 2: Y-BD-rate improvement for prediction networks trained with uncoded, coded and mixed reference samples over QP-ranges low = (17, 22, 27, 32), mid = (22, 27, 32, 37) and high = (27, 32, 37, 42).

For the joint prediction of the two chroma channels, an architecture that first separately extracts features from the available chroma and luma reference using two convolutional layers each before concatenating the results and feeding them into four fully-connected layers was compared with a version without the additional luma information as well as one without a network-based prediction of the chroma channels. Utilizing the additionally available information clearly outperformed the other versions.

Furthermore, it was compared if the sum of absolute transformed differences (SATD), that had already been shown to outperform the MSE as a loss function in [5], also outperformed the L1-norm, which was the case. Finally, a novel way to signal the network-based intra mode in HEVC was proposed that is based on extending the most probable mode list. Two versions of where to place the additional mode on the list were compared, showing that the best result is achieved by placing the network-based mode directly behind the modes from the adjacent blocks. If not explicitly stated otherwise, all training parameters, preprocessing options and signaling methods used in the following sections are the same as in [14].

3. TRAINING IMPROVEMENTS

Performance improvements gained by changes in the training process are always especially beneficial as they come without any additional complexity at inference time. Thus, both improvements in the used training data as well as in the loss function were investigated.

3.1. Training Material

As with most learning-based approaches, the availability and quality of the training data has a huge impact on the results of our prediction approach. In [14], all samples used for training the prediction models were generated from raw video sequences. As in the later application only a coded version of the reference area is available for prediction, this might affect the performance severely since coding artefacts might be propagated. Thus, in order to improve the prediction quality, the networks were retrained with previously coded reference samples. Taking a quarter of the training samples from videos coded with QP 22, 27, 32 and 37 respectively, already improved the average Y-BD-rate by 0.13% for these same QPs.

Interestingly, it was found that it works even better to mix both coded and uncoded samples in the training set. When mixing half of the uncoded and half of the coded training material, the total Y-BD-rate improvement for these same QPs reached 0.27%. In order to explain this behavior, the performance of the three sets of prediction networks was also tested for QPs 17 and 42. As can be seen in figure

<table>
<thead>
<tr>
<th>Loss Function</th>
<th>$L_{SATD}$</th>
<th>$L_{DCT}$</th>
<th>$L_{LOG}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class B</td>
<td>-2.62 %</td>
<td>-2.62 %</td>
<td>-2.54 %</td>
</tr>
<tr>
<td>Class C</td>
<td>-2.14 %</td>
<td>-2.14 %</td>
<td>-2.10 %</td>
</tr>
<tr>
<td>Class D</td>
<td>-2.09 %</td>
<td>-2.06 %</td>
<td>-2.01 %</td>
</tr>
<tr>
<td>All</td>
<td>-2.31 %</td>
<td>-2.30 %</td>
<td>-2.24 %</td>
</tr>
</tbody>
</table>

Table 1: BD-rate change for the Y channel when using network-based intra prediction with different loss functions compared to HEVC.

2, while the network trained with coded features outperforms the version trained on uncoded samples for the middle and high QP ranges, the latter gives a better result for low QPs. Combining the training material outperforms both other tests for all three ranges. For the chroma channels the effect of using the coded training material is even larger. Here, the version with only coded training samples already outperforms the uncoded version for all QP ranges. The mixed version further improves this result to a total of 1.37% and 0.83% BD-rate gain for U and V respectively.

3.2. Loss Function

Another problem when training a prediction network is the choice of the loss function. The problem here is that the exact coding costs that a prediction residual $R$ of a block of size $b \times b$ would cause in the later application cannot be calculated exactly during training due to the many dependencies on neighboring blocks and the exact encoder settings. Also, the quantization would have to be approximated as it otherwise cannot be derived. It was already shown previously in [5] and [14], that the SATD (1) outperforms simpler approximations such as MSE and L1-Norm as a loss function. Nonetheless, it is still a very coarse estimation of the actual costs. Thus, further refinements were tested. One of these, was to exchange the Hadamard transform $T_{HAD}$ used in the SATD-function by the DCT and DST transforms $T_{DCT}$ used in HEVC [15] for the respective block size as shown in (2).

$$L_{SATD} = b^{-2} \sum (T_{HAD} \cdot R)$$  \hspace{1cm} (1)

$$L_{DCT} = b^{-2} \sum (T_{DCT} \cdot R)$$  \hspace{1cm} (2)

$$L_{LOG} = b^{-2} \sum f(T_{DCT} \cdot R)$$  \hspace{1cm} (3)

with $f(x) = |x| + \alpha(1 + \exp(-\beta|x| - \gamma))^{-1}$  \hspace{1cm} (4)

Another interesting approximation for the block wise loss (3) was suggested in [12]. Here, the DCT-coefficients are weighted with a logistic function $f(x)$ (4), that can estimate the needed number of bits for a residual before entropy coding for a certain QP with the right choice of $\alpha$, $\beta$ and $\gamma$.

It can be seen in table 1, that using the DCT-transform did not improve the prediction results in terms of Y-BD rate. Only for the chroma channels improvements of 0.15% and 0.20% were achieved compared to using the normal SATD. The coding cost estimation adapted from [12] actually decreased the coding gain for all channels. Note, that the same networks were used for all QPs with $\alpha$, $\beta$ and $\gamma$ adapted to QP32, which might cause the decrease. However, training different networks for each QP would not only be very time consuming during training, but also lead to a high memory demand on every application device.

4. ARCHITECTURE OPTIMIZATION

Architecture optimization can both improve the prediction performance, but also reduce the computational complexity. Unfortunately, the number of options and parameters in this optimization
is quite high. Thus, a pretest was performed, that was limited to optimizing the luma prediction network for a block size of $b = 16$ and evaluated by the normalized SATD achieved on the validation set. A table with the exact results and settings of all 234 tests as well as some further visualizations can be found on the website accompanying this paper. The most interesting findings of this pretest are reported in sections 4.1–4.3, before the results the best architectures achieved in the HM are shown in section 4.4.

### 4.1. Reference Lines and Convolutional Layers

In a first step, different numbers of reference lines $n_r$ were compared as shown in figure 3a. As expected, the achievable performance increases with the size of the used reference area. Thus, the overall best result was achieved with $n_r = b$. It can also be seen that the prediction network can benefit considerably from including more than the single reference line used by the HEVC intra modes. However, as the gain from adding additional lines decreases and the complexity needed to utilize these lines increases, using $n_r < b$ can be useful, when low complexity needs to be prioritized.

A similar observation can be made for the number of used convolutional layers $n_c$ shown in figure 3b. While using two initial convolutional layers gives the overall best result, architectures with only one convolutional layer give better results at less than $5 \cdot 10^5$ flops. Also, while in [14] it was only possible to say that more complex convolutional architectures outperform purely fully-connected ones of less complexity, it can now be seen that even at the same complexity convolutional architectures outperform fully-connected ones over the complete considered range.

### 4.2. Kernels and Depth Choice

For both architectures, either with one or with two convolutional layers, different kernel sizes $k_c$ were tried. It became obvious that those that do not satisfy $\sum_{c=1}^{m_c} k_c = n_r + n_c - 1$ lead to significantly more complexity than other combinations with similar performance. Thus, for architectures with $n_r = 1$ the optimal kernel size is $k_c = n_r$. For architectures with $n_r = 2$, this result in $k_{c,1} + k_{c,2} = n_r + 1$. In this case it additionally seems to be beneficial to choose the first kernel $k_{c,1}$ significantly larger than the second one $k_{c,2}$.

Another observation is, that the achieved loss is very sensitive to the minimum $\min(s_c)$ of the chosen dense layer sizes $s_c$, independently of which layer is the smallest. As the dense layer size also has a relatively small influence on the complexity, setting all elements of $s_c$ to 512, which gave the optimal result, is the best choice unless operating at very low complexity.

When lowering the depth $s_c$ of the convolutional layers, the measured performance drop is quite consistent across the different combinations. The lower the sum $\sum s_{c,i}$ becomes, the more and the faster the performance decreases. Tests with different depth values $s_{c,i}$ for the different layers did not show a clear preference for choosing one of the layers larger than the other.

### 4.3. Deconvolution and Pruning

In addition to optimizing the architecture types used in [14], two new architecture features were tried. The first one of these is using deconvolutions as final layers of networks for larger block sizes, as first proposed in [3]. As these deconvolutional layers can conceptually be seen as an upsampling operation, a fixed stride of two was used. An advantage of these layers is their low complexity, as there are many inherent zero multiplications. In the scope of this work, simulations with either one or two deconvolutional layers replacing the final fully-connected one, were performed. While only using one deconvolutional layer did not noticeably improve the performance at any complexity, using two deconvolutional layers leads to an SATD improvement of 0.14% over the best architecture without deconvolutional layers at 45% of the complexity. The chosen kernel sizes $k_c$ for these layers do not seem to have much effect on the result. While the depth of the final deconvolutional layer needs to be fixed to the number of output channels, increasing the depth of the first deconvolutional layer slightly but steadily improves the performance.

Another approach to efficiently reduce the number of needed floating point operations is pruning the network. As stated in [19], pruning a larger architecture can even improve the results compared to smaller, unpruned architectures of the same overall complexity. Thus, pruning at numerous target sparsities was applied to a set of the so far best parameter combinations. As can be seen in figure 3c, this significantly improves the lower bound on the results in the range below 7 million flops.

Pruning by a relatively small amount was indeed able to improve the SATD results further. The overall best result, combining both deconvolutional layers and pruning of 25%, needs 1 million less floating point operations per prediction block while increasing the performance by 0.92% compared to the best architecture used in [14]. When pruning with higher target sparsities, an even more significant complexity reduction can be achieved at a very low per-
Table 2: BD-rate [16] change compared to HEVC [17] in %. All tests were conducted according to the common testing conditions [18] with the AllIntra settings. Note that, as in [14], tests were only conducted on the first 100 frames, while here the full sequences were used, there are deviations in the reported gains even with the otherwise exactly same code.

In summary, four improvements to the NN-based intra prediction approach from [14] are reported in this paper. First, it was shown that mixing training material with and without coding artifacts can improve the achieved BD-rate gain by 0.37%, 0.31% and 0.46% for the Y, U, and V channel respectively. Second, it proved to be difficult to model the coding costs of a prediction residual more accurately than the SATD which could be explained by the QP-dependence of the quantization. Third, while an architecture optimization and the use of final deconvolutional layers improved the general prediction performance of the networks in terms of SATD, these improvements cannot easily be translated into compression gain due to the RD-optimization of the applied block sizes. Finally, using pruning methods reduces the computational complexity of the prediction networks by more than 72%.
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