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Abstract

This document is the summary report of Core Experiment 1 (CE1) on view synthesis prediction. This Core Experiment investigates coding methods based on view synthesis prediction, which uses reconstructed texture and depth information of the independent view to construct a synthesized prediction signal for coding of the dependent views.
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2 Tools under Investigation

The tools to be investigated in this Core Experiment use the decoded texture and depth information from the independent base view to compute a prediction signal for the texture and depth component of the dependent views. This process is done by means of a warping algorithm, which is similar to the non-normative algorithms used in the final view synthesis stage at the receiver.

For the case of view synthesis prediction (VSP), as tested in this CE, the view synthesis algorithm is part of the coding loop and therefore a normative tool.

2.1 CE1.a: View Synthesis Prediction based on 3D-ATM 

The tools to be investigated can be categorized into the following three categories. All separable tools should be evaluated separately according to the following categorization. Reports on combined tools are also encouraged.

(a) Block-based view synthesis using a backward warping (JCT2-A0050, JCT2-A0107)
(b) Skipping motion vector information coding (JCT2-A0107)
(c) Removal of VSP picture from the reference picture list (JCT2-A0103, JCT2-A0050)
(d) Sub-MB VSP skip/direct (JCT2-A0050, JCT2-A0103)
2.1.1 JCT2-A0050: Interview Skip mode with sub-partition scheme

The inter-view skip mode is proposed to eliminate full frame view synthesis for reducing the computational complexity, memory bandwidth, and buffer. In contrast to the current VSP design, the inter-view skip mode is to utilize the depth from the current view and pick up sample predictors from a reference view by using a backward warping. No sample level vector is used, but a maximum depth value in the 4x4 is used for the whole 4x4 block.
(This contribution should be evaluated in terms of the tools in categories (a), (c), and (d).
2.1.2 JCT2-A0103: Generalized view synthesis prediction (GVSP) mode

GVSP is a way to enable sub-MB skip/direct using VSP reference pictures. In addition to a vsp_flag at MB level, a smaller partition, up to 8x8 blocks, can be signaled whether it is predicted from a VSP reference picture. It is also proposed to remove VSP picture from the reference picture list. 
(This contribution should be evaluated in terms of the tools in categories (c) and (d).
2.1.3 JCT2-A0107: Block-based View Synthesis Prediction for 3DV-ATM

A block-based VSP implementation (B-VSP) is proposed, which is based on a backward warping process. With the B-VSP, sample predictors are derived directly from the texture pixels of the reference view, not the synthesized VSP-frame. The displacement vectors required for this process are produced for each pixel from the depth map data of the current view. No motion information is coded when the reference picture index, which corresponds to the VSP, is coded. Zero motion vectors are assumed for such blocks.
(This contribution should be evaluated in terms of the tools in categories (a) and (b).

2.2 CE1.h: View Synthesis Prediction based on 3D-HTM

2.2.1 JCT2-A0018: View Synthesis Prediction for 3D-HTM

2.2.1.1 Basic VSP scheme 
Within a basic implementation of VSP, a synthetic picture is first generated using a decoded texture image and a decoded depth image. The rendering module in HTM is re-used to generate the synthetic picture in our current implementation.
In a second step, the synthetic picture is appended to the reference picture lists (LIST_0 and LIST_1). In principle, the synthetic picture can be inserted at the end of the reference picture lists or configured at any position in the lists.

(This VSP scheme should be further investigated in this CE to find out to what extent the proposed method can reduce the bitrate of the depending views.

2.2.1.2 VSP skip mode
On top of the basic VSP scheme, VSP skip/direct [2] is proposed to enable the use of a synthesized picture for skip/direct mode even when the synthesized picture is not placed at the beginning of the reference picture list. Furthermore, an adaptive signaling method was proposed by re-defining the semantics of the skip flag.

(In this CE the improvements of the proposed VSP skip mode should be investigated and evaluated how it performs compared to the basic approach (2.2.1.1) of simply putting the synthesized picture into the reference picture lists. 

2.2.1.3 Simplification of in-loop view synthesis process
It is noticed that the decoding complexity is significantly increased by the introduction of VSP prediction. This is because of the rendering process for the synthesized picture. The proposed simplification is applied to the warping process: No interpolation is applied on the disparity filed in contrast to the bi-linear interpolation as applied in VSRS-1D-Fast.
(The proposed simplification of the synthesis algorithm is to be investigated in this CE. Results concerning complexity reductions should be reported in terms of runtimes, but also in terms of number of operations and memory requirements.

3 Simulation Results
3.1 CE1.a
3.1.1 JCT3V-B0054: Generalized view synthesis prediction (GVSP) mode (Qualcomm)
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Cross-check: JCT3V-B0070

3.1.2 JCT3V-B0094: Interview skip/direct mode with sub-partition scheme (MediaTek)
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Cross-check: JCT3V-B0168
3.2 CE1.h
3.2.1 JCT3V-B0034: View synthesis prediction (RWTH Aachen University)
	 
	video 0
	video 1
	video 2
	video only
	synthesized only 
	coded & synthesized
	enc time
	dec time

	Balloons
	0,0%
	1,3%
	2,4%
	0,9%
	0,7%
	0,8%
	168,4%
	205,5%

	Kendo
	0,0%
	1,0%
	1,8%
	0,6%
	0,6%
	0,7%
	162,2%
	180,7%

	Newspaper_CC
	0,0%
	0,6%
	0,6%
	0,3%
	0,6%
	0,6%
	160,6%
	193,0%

	GT_Fly
	0,0%
	-1,1%
	-0,1%
	-0,1%
	0,1%
	0,1%
	143,5%
	168,9%

	Poznan_Hall2
	0,0%
	0,0%
	1,5%
	0,4%
	0,4%
	0,4%
	152,7%
	180,3%

	Poznan_Street
	0,0%
	-2,9%
	-1,9%
	-0,8%
	-0,3%
	-0,4%
	151,1%
	180,5%

	Undo_Dancer
	0,0%
	-1,5%
	-0,9%
	-0,2%
	-0,2%
	-0,2%
	167,6%
	211,3%

	1024x768
	0,0%
	1,0%
	1,6%
	0,6%
	0,6%
	0,7%
	163,7%
	192,8%

	1920x1088
	0,0%
	-1,4%
	-0,4%
	-0,2%
	0,0%
	0,0%
	153,5%
	184,6%

	average
	0,0%
	-0,4%
	0,5%
	0,1%
	0,3%
	0,3%
	157,8%
	188,1%


Cross-check: JCT3V-B0165

3.2.2 JCT3V-B0102: View synthesis prediction (MERL and NTT)
	 
	video 0
	video 1
	video 2
	video only
	synthesized only 
	coded & synthesized
	enc time
	dec time

	Balloons
	0.0%
	0.9%
	2.1%
	0.7%
	-0.9%
	-0.9%
	105.0%
	183.5%

	Kendo
	0.0%
	1.5%
	2.9%
	1.0%
	-0.8%
	-0.7%
	103.1%
	185.7%

	Newspaper_CC
	0.0%
	0.5%
	0.5%
	0.2%
	-1.1%
	-1.1%
	104.3%
	205.0%

	GT_Fly
	0.0%
	-5.8%
	-6.0%
	-1.3%
	-2.3%
	-2.1%
	103.2%
	188.2%

	Poznan_Hall2
	0.0%
	-0.8%
	-0.2%
	-0.2%
	-2.1%
	-2.1%
	103.5%
	200.5%

	Poznan_Street
	0.0%
	-4.2%
	-3.2%
	-1.1%
	-1.7%
	-1.7%
	104.0%
	210.9%

	Undo_Dancer
	0.0%
	-11.8%
	-10.2%
	-2.8%
	-3.1%
	-3.2%
	103.9%
	189.4%

	1024x768
	0.0%
	1.0%
	1.8%
	0.6%
	-0.9%
	-0.9%
	104.1%
	191.2%

	1920x1088
	0.0%
	-5.7%
	-4.9%
	-1.3%
	-2.3%
	-2.3%
	103.7%
	197.0%

	Average
	0.0%
	-2.8%
	-2.0%
	-0.5%
	-1.7%
	-1.7%
	103.9%
	194.5%


Cross-check: JCT3V-B0177
4 Related Documents

4.1 Analysis of Depth Map Quality for View Synthesis Prediction (JCT3V-B0035)
JCT3V-B0045 contains analysis results of the depth maps, which are currently used in the JCT-3V standardization activity. The presented analysis evaluates the quality of synthesized texture views that are warped from the base view’s camera position to the enhancement views’ camera positions. The reason for this analysis is that several companies and institutions try to use the same warping process for a new type of prediction scheme, called view synthesis prediction.

4.2 Block-based VSP using synthesized depth map (JCT3V-B0103)

JCT3V-B0103 proposes a block-based view synthesis prediction (VSP) scheme in order to reduce the decoder runtime. In the proposed scheme, virtual depth map on coding target view is firstly synthesized from reconstructed depth map on reference view, and then prediction image for VSP is generated only for the pixels where VSP is used. Relative to the forward-warping VSP, 28% decoding time reduction is reported without negligible loss of coding performance.
4.3 Results on Forward Block-based VSP (JCT3V-B0121)

The proposed block-based VSP technique is based on forward warping. First, a proper window in the reference view is decided based on a proposed method. Then, the pixels in the decided window are warped to the current view to produce the VSP reference pixels for the current macroblock.

The forward block-based VSP (FBVSP) method achieves competitive RD performance and computational complexity to the anchor (Nokia’s backward method), and does not rely on the availability of the second-view depth map (thus supporting VSP in the coding order of T0-D0-T1-D1 besides T0-D0-D1-T1 in the CTC).
Cross-check: JCT3V-B0167, JCT3V-B0185

5 Recommendations
· Review the input documents
· Discuss the design of Sub-MB VSP skip/direct in the context of 3D-ATM

· Discuss the block-based VSP design in the context of 3D-ATM

· Discuss the initial VSP design in the context of 3D-HTM
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