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Abstract
In this document a performance and complexity analysis of single loop SNR scalability compared to the existing dual loop coding approach is presented. 

The single loop coding scheme was first proposed in JCTVC-L0154. It re-uses the SVC key picture concept and applies inter-layer prediction mechanisms which include an inherited coding tree and inter-layer prediction for inter and intra prediction tools. For residual coding, a binary residual refinement of the transform coefficients is proposed which is asserted to allow for re-writing of the multi-layer residual signal to a single layer residual. 

The single loop coding scheme has been implemented into the SHV1.0 reference software. The encoder does not yet include RDOQ, and no multi-layer encoder decisions are implemented. Therefore, Sign Data Hiding and RDOQ are not used in the reported simulation results.

The contribution presents a comparison of the number of pixels using intra/inter/interlayer prediction, loop filtering, and residual reconstruction for SHM 1.0 and the proposed scheme. It is reported that the proposed single loop coding approach uses about 57% of motion compensation compared to SHM1.0. For the deblocking and SAO filters, a usage of approximately 35% and 88% compared to SHM1.0 is reported for the random access configuration. For the all intra configuration, the number of pixels modified by deblocking and SAO are about 44% and 70% compared to SHM 1.0.
1 Introduction
This contribution presents new results for the single-loop SNR scalability approach that was first proposed in JCTVC-L0154 [1]. In this contribution, the proposed scheme has been implemented into the SHM1.0 reference software. For assessment of the complexity and performance impact of the proposed scheme, a comparison of the usage of prediction tools, loop filters and residual reconstruction is provided. These results are used for a first complexity assessment of the single-loop approach compared to the current dual-loop approach which is taken in the SHM reference software.
This implementation is not yet optimized. Specifically, no optimization between the layers is performed yet. The current implementation does not use rate distortion optimal quantization (RDOQ) or sign data hiding. Although these techniques are compatible with the proposed methods they have not yet been implemented in the software. For the comparison to the SHM scheme, these tools are consequently switched off in all cases.
2 Proposed Coding Scheme
In the following chapter the coding scheme and the used tools are explained.

2.1 Coding order

The video sequence is split into groups of pictures (GOPs) as is done in the HEVC reference software. The GOP structure is identical in base and enhancement layer. For every frame the base layer picture is encoded first, followed by the corresponding enhancement layer picture. The base layer is encoded using the conventional SHM 1.0 coding tools implemented in SHM1.0 with constrained intra prediction activated. When encoding the base layer no optimization is currently done regarding the enhancement layer which is encoded in a second step.
The proposed scheme uses the key picture concept as is was used in the scalable extension of H.264/AVC. Within the GOP, the base layer pictures use the enhancement layer pictures as reference for inter prediction, if available. Every GOP is delimited by key pictures (POC 0, 8, 16…), which state an exception to this rule. For every key picture the base layer picture is used as a reference for the base layer rather than the enhancement layer picture. Thereby, drift in case of the absence of the enhancement layer is limited to the pictures within each GOP. Table 1 shows the reference picture lists configuration that is used in both base and enhancement layer.
Although the base layer prediction is performed using the enhancement layer reconstructed pictures, for the motion prediction as well as for merge modes only the base layer motion information is utilized in the base layer. The enhancement layer can make full use of the enhancement layer motion info as well as the base layer motion info.

	POC
	Reference Pictures

	8
	-8, -16

	4
	-4, -6, 4

	2
	-2, -4, 2, 6

	1
	-1, 1, 3, 7

	3
	-1, -3, 1, 5

	6
	-2, -4, -6, 2

	5
	-1, -5, 1, 3

	7
	-1, -3, -7, 1


Table 1 - Used reference picture configuration.
2.2 Inherit CU tree

In the current implementation, the enhancement layer inherits the CU tree as well as the prediction structure and the TU tree from the base layer. Hence, signaling of a CU tree, TU tree, and prediction partitioning in the enhancement layer is not necessary and therefore omitted. Altering the trees or the prediction partitioning in the enhancement layer is not enabled in the current implementation. 
2.3 Prediction modes

For every CU in the enhancement layer the following prediction modes are tested:
2.3.1 EL Intra prediction

In Intra mode the CU is coded using the conventional HEVC Intra prediction as it is implemented in SHM 1.0 Also the residual signal is encoded conventionally. This mode uses the enhancement layer reconstructed pixels for prediction.
2.3.2 EL Inter prediction

In Inter mode the CU is coded using the conventional HEVC Inter prediction as it is implemented in SHM 1.0. The possible prediction modes 2Nx2N, NxN, Nx2N and 2NxN, as well as the AMP partitioning modes are tested. The residual signal is coded conventionally as in single layer HEVC. This mode uses the reconstructed enhancement layer pictures for prediction (see Table 1). 

The current implementation uses the provided motion hook for merge candidates as it is implemented in SHM 1.0. In addition the motion prediction process has been altered in order to account for the key picture prediction. Where the texture in non-key pictures is predicted from the enhancement layer, the motion information is always predicted from the base layer motion info. This ensures that no drift occurs when decoding the base layer motion information. 
2.3.3 Base layer mode

In base layer mode the prediction signal as well as the residual signal from the base layer is inherited in the enhancement layer. The enhancement layer residual can be coded in several different ways:

· If the base layer residual has no significant coefficients, a new residual signal can be coded in the enhancement layer which is added to the base layer prediction. The new residual signal is coded using conventional HEVC residual coding.

· The enhancement layer residual can be skipped. In this case the enhancement layer reconstruction is inherited from the base layer reconstruction.

· The residual from the base layer is refined using the new binary residual refinement coding as explained in 2.4. The prediction from the base layer and the refined residual then yield the enhancement layer reconstruction.
2.4 Residual Coding

In this new mode the prediction signal from the base layer is used and the residual signal from the base layer is refined before adding it to the prediction. The transform tree is also inherited from the base layer so that the same transforms are used in both layers.

As in the base layer, the position of the last significant coefficient is coded first. However in the enhancement layer we can utilize the position of the last significant coefficient in the base layer. Since coefficients that are significant in the base layer are also significant in the enhancement layer, the position cannot be closer to the (0,0) position in coefficient scanning order than the base layer position. This property can be exploited by only encoding a position difference from the position of the last significant coefficient in the base layer.
In the subsequent significance scan, all coefficients that were significant in the base layer are skipped. Also the sign information only needs to be coded for the coefficients that get significant during this scan. For already significant coefficients, a refinement flag is coded which indicates how the quantized coefficient shall be refined.

In Figure 1 the quantization steps for the QP values 30 and 36 are shown. For every coefficient that is significant in the base layer a binary refinement decision is encoded that maps the base layer level to one of two possible levels in the enhancement layer. Figure 2 illustrates a possible mapping from base layer levels to enhancement layer levels. Similar mappings can be established for other delta QP step sizes. A possible mapping from QP value 36 to QP value 32 is shown in Figure 3.

The mapping for each QP delta can be pre-stored in a table or adjusted, e.g. in the SPS. Currently, the scheme has been implemented up to a QP delta of 6. If the QP difference between the two layers is greater than 6, a binary decision is not sufficient anymore. In this situation multiple binary decisions have to be combined or a one to many mapping has to be used. This approach has not yet been applied in the current version. Therefore, the case of a QP delta equal to 8 is omitted for now.
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Figure 1 - Quantization steps for QP=36 and QP=30.
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Figure 2 - Example ∆QP=6 binary mapping from QP=36 to QP=30.
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Figure 3 – Example ∆QP=4 binary mapping from QP=36 to QP=30.
3 Coding

In the following section the changes that were made to the coding process are explained as well as the coding of the new modes.
3.1 Prediction mode

Since the CU tree is inherited from the base layer, at first the prediction mode of every CU is coded. The possible modes are: Inter, Intra and residual refinement coding.

A first bit codes if residual refinement coding is used or not. If this bit is set (no residual refinement coding is used) a second bit codes if intra (bit set) or inter coding (bit not set) is used. The second bit is omitted if the current frame is an I-frame in which case only Intra prediction and residual refinement coding is allowed. Currently each bit is encoded in one CABAC context that is initially set to being equiprobable (initValue 154). 
3.2 Residual refinement

If residual refinement coding is used, the prediction signal from the base layer is inherited and the following modifications to the residual coding are employed.
3.2.1 Transform tree

In residual refinement coding the transform tree from the base layer is inherited and no split_transform_flag is coded. The no_residual_data_flag, cbf_cb, cbf_cr and cbf_luma flags are HEVC coded.
3.2.2 Last significant coefficient

Since the position of the last significant coefficient in the base layer is known and significant coefficients in the base layer are also significant in the enhancement layer, only a position difference is encoded in the enhancement layer.

The difference values are encoded similar to the last significant position coding in the conventional HEVC implementation in HM-6.1 using an entropy coded prefix part and a suffix part coded in bypass mode.
3.2.3 Significance Scan

The significance scan is performed as in the conventional HEVC implementation in HM-6.1. The only modification is that all coefficients that are significant in the base layer are skipped in this scan.
3.2.4 Sign data

The sign data of the coefficients that get significant in the enhancement layer scan is conventionally coded in bypass mode.
3.2.5 Coefficient refinement

In the final step all the coefficients that are significant in the base layer are refined. A binary mapping decision is coded that maps each coefficient to one of two possible coefficients in the enhancement layer. The sign information for the coefficient is inherited from the base layer. Currently the binary decision is encoded in one CABAC context that is initialized as being equiprobable (initValue 154).
4 Results and statistics

4.1 Simulation conditions

The simulations were performed using the common test conditions [2]. RDOQ and sign data hiding have not yet been implemented in the current test software and have also been disabled in the simulcast coder as well as in the SHM 1.0 coder for the presented results.
The all Intra and random access configurations were tested. In addition to the QP differences -4 and -6 that are defined in the common test conditions.
4.2 Collected statistics

In order to assess the complexity impact of the proposed single-loop decoding vs. multi-loop decoding as used with SHM 1.0, statistics have been collected at the decoder side for both layers. As a general approach, the number of pixels which are processed by the coding tools are counted and compared in both layers. All values (except for the bypass coded bits) are normalized by the total number of pixels in the sequence.
The numbers for the enhancement layer are calculated considering the scalable approach. For example in the case of SHM 1.0 the base layer has to be reconstructed when decoding the enhancement layer. This means that prediction has to be performed in layer 0 and layer 1 when decoding layer 1. The statistics for layer 1 consider this by also adding the necessary operations in layer 0. For this reason the numbers are not strictly limited to the range from 0 to 1 since operations might be necessary for both layers.
The following data has been collected:
· The number of pixels that are reconstructed using intra prediction.

· The number of pixels that are reconstructed using inter layer prediction. These are IntraBL for SHM 1.0 and residual refinement for the proposed scheme.

· The number of pixels that are reconstructed using inter prediction.

· The number of pixels that require a reconstruction of a residual signal.

· The number of pixels that are modified by the deblocking process.

· The number of pixels that require modification by the SAO process.

· The percent of the bitstream that is bypass coded. For the scalable approaches in Layer 1 the percentages of layer 0 and 1 are added. Note: Since the proposal and SHM 1.0 operate at different rate distortion points, a direct comparison of the number of CABAC coded bins is not straight forward.

For the random access configuration the following motion statistics have been collected:
· The number of pixels that are predicted using uni-directional Full/Half/Quarter precise motion compensation.

· The number of pixels that are predicted using bi-directional Full/Half/Quarter precise motion compensation.
The full table is available in the accompanying data sheets [JCTVC-M0176-Results_AllIntra_Statistics.xlsx] and [JCTVC-M0176-Results_Randomaccess_Statistics.xlsx]. In these documents the collected values for Simulcast, SHM 1.0 and the proposal are shown per layer, delta QP and base layer QP. The columns “rel Sim” and “rel SHM” show the relative ratio from the proposal to simulcast and SHM 1.0.
The collected numbers do not directly measure the number of operations that are needed for the processing in the decoder. However, they shall provide a first estimate on the expected decoder complexity. More accurate complexity assessment shall be performed according to the established methodology of AHG17 as a next step.
4.3 All Intra results

Table 2 lists the summary report of the BD rate results for the proposal compared to SHM1.0. The full table is available in the accompanying data sheet [JCTVC-M0176-RWTH_ResidualRefinement.xls].

	AI HEVC SNR

	Y
	U
	V

	 
	 
	 

	6,9%
	-5,1%
	-4,2%

	6,9%
	-5,1%
	-4,2%

	-6,8%
	-17,8%
	-16,9%

	0,0%
	0,0%
	0,0%

	60,3%

	131,6%

	175,7%

	Matched


Table 2 - All Intra results for the proposal compared to SHM 1.0.

Table 3 shows the collected statistics for both layers relative to SHM 1.0. The full table is available in the accompanying data sheet [JCTVC-M0176-Results_AllIntra_Statistics.xlsx]
	 
	Delta QP 4
	Delta QP 6

	 
	Layer 0
	Layer1
	Layer 0
	Layer1

	Intra Prediction per pixel
	100,00%
	99,43%
	100,00%
	101,08%

	IntraBL vs Resi Refinement
	 
	100,61%
	 
	98,81%

	residual reconstruction per pixel
	100,00%
	85,64%
	100,00%
	99,54%

	deblocking per pixel
	100,00%
	42,62%
	100,00%
	36,08%

	SAO per pixel
	100,00%
	64,24%
	100,00%
	71,42%


Table 3 - Collected all intra statistics for both layers relative to SHM 1.0.
4.4 Random Access results

Table 3 lists the summary report of the BD rate results for the proposal compared to SHM1.0. The full table is available in the accompanying data sheet [JCTVC-M0176-RWTH_ResidualRefinement.xls].

	RA HEVC SNR

	Y
	U
	V

	8,6%
	-6,4%
	-5,5%

	9,7%
	-6,2%
	-7,4%

	9,4%
	-6,3%
	-6,9%

	25,6%
	20,5%
	22,9%

	3,9%
	-12,2%
	-12,8%

	64,2%

	112,9%

	189,5%

	Not matched


Table 4 - Random access results for the proposal compared to SHM 1.0.

Table 4 shows the collected statistics for both layers relative to SHM 1.0. The full table is available in the accompanying data sheet [JCTVC-M0176-Results_Randomaccess_Statistics.xlsx]
	
	Delta QP 4
	Delta QP 6

	
	Layer 0
	Layer 1
	Layer 0
	Layer 1

	Intra Prediction per pixel
	71,26%
	80,00%
	71,65%
	84,23%

	Inter Layer prediction per pixel
	 
	507,05%
	 
	545,42%

	Inter per pixel
	101,88%
	56,98%
	101,85%
	56,52%

	residual reconstruction per pixel
	97,53%
	77,58%
	96,88%
	90,09%

	deblocking per pixel
	96,25%
	35,09%
	95,78%
	30,85%

	SAO per pixel
	120,81%
	86,75%
	136,79%
	96,87%


Table 5 - Collected random access statistics for both layers relative to SHM 1.0.
5 Discussion 
The simulations the all intra as well as the random access configuration reveal a very comparable rate distortion performance as reported in JCTVC-L0154.

For the all intra configuration statistics (see Table 3) the following can be observed:
· Since the base layer for SHM 1.0 and the proposal are identical in the all Intra case, both coding schemes require the same number of operations for the base layer (100%).

· The number of enhancement layer pixels using Intra prediction is comparable to SHM 1.0.
· The number of enhancement layer pixels using IntraBL is comparable to the number of enhancement layer pixels using residual refinement.

· The number of pixels that require residual reconstruction when decoding the enhancement layer is reduced for the delta QP -4 case 86%.

· For the proposal the number of deblocking and SAO operations is significantly reduced compared to SHM 1.0 (64% for delta QP 4 and 71% for delta QP 6).
For the random access configuration the following can be observed: 

· The number of enhancement layer pixels using Intra prediction is reduced in both base and enhancement layer compared to SHM 1.0.

· The number of pixels using inter layer information is increased. Compared to intraBL a significantly higher number of blocks use residual refinement.
· The number of pixels that require inter prediction in the enhancement layer is reduced (57% for delta QP 4 and 57% for delta QP 6) while the number of pixels using inter prediction in the base layer is almost unchanged.

· The amount of residual reconstruction that is required in the enhancement layer is reduced (77% for delta QP 4 and 90% for delta QP 6) while for the base layer the numbers are comparable.

· For the proposal the number of deblocking operations is significantly reduced compared to SHM 1.0. 
· For a QP difference of 4 the number of SAO operations for the proposal is increased in the base layer while it is reduced in the enhancement layer. For a QP difference of 6 the number of SAO operations in the base layer is increased to 137% while it is slightly reduced in the enhancement layer.
6 Conclusion

The statistical analysis suggests that the usage of the proposed single loop coding scheme reduces the complexity. Especially, the number of motion compensation and loop filter operations is significantly reduced. At the same time an increase in rate distortion performance is observed.
The current implementation is limited to two layers and does not support RDOQ as well as sign bit hiding. However these limitations do not result from the described method but rather from the current software implementation. The current implementation further does not include specific modifications to the encoder mode decision. Specifically, no joint optimization of base and enhancement layer prediction modes has been applied.
It is suggested to further study the complexity vs. rate distortion performance trade off, following the analysis methods established by AHG17.
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