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Abstract
[bookmark: _GoBack]This document presents a method for the modification of motion compensation for the purpose of 360° video coding. The method targets at 360° video which is projected to 2D such that it consists of planar faces of an object, e.g. a cube or icosahedron. The content of the surrounding area of each face is corrected according to the geometry of the object, thus extending the face with a projection of the neighboring faces. The method leads to a different behaviour at the edges between different faces. As there are no common testing conditions for 360° video so far, the method was tested on set of ten selected sequences. All tested sequences were converted to the compact 3x2 cube format (see JVET-D0024) if necessary. The sequences provided by GoPro as JVET candidates were used (see JVET-C0021), as well as other sequences from ETRI and GoPro. Six of the sequences feature a static camera, the other a moving camera. The method achieved rate savings of 1.1 % on average. For sequences featuring a moving camera the rate saving are 2.1 % on average, whereas for the sequences featuring a static camera the average savings are 0.4 %. 
Introduction 
In 360° sequences the scene in all directions around a single view point is captured. This is usually achieved using multiple cameras arranged close to each other and with different view directions. The captured content is then stitched and can be thought of a sphere around the view point with texture on it which represents the 360° scene. However current video codecs all require a flat (2D) rectangular image of a scene. Thus the sphere is converted to such a format for encoding. There a several ways to do this, among them:
· Equirectangular format: A projection to a rectangle similar of the one that creates world maps from the globe of the earth. The sample density differs with different “heights”. Extreme cases are the poles of the sphere; they are mapped to lines. Geometrical distortions are spread over all of the image. 
· Cube format: The sphere is mapped to the faces of a cube. Each face looks like a usual 2D image, with no visible geometrical distortions. There are stark geometrical distortions at the border of two faces. There are multiple ways to arrange the cube faces to a rectangular format. 
· Icosahedron format: The sphere is mapped to the faces of an icosahedron. Each face looks like a usual 2D image, with no visible geometrical distortions. There are geometrical distortions at the border of two faces, though not as strong as for the cube format, since the angle between neighboring faces is lower. There are multiple ways to arrange the icosahedron faces to a rectangular format. 
Both the cube and icosahedron format share the characteristic that they consist of undistorted faces, which share the same camera center and share edges. Here, we describe a method of extending the image of one face with data from its neighbor in such a way that the extended image appears undistorted. This method can readily be used for motion compensation of 360° sequences in the cube, icosahedron or other formats which consist of many undistorted faces, sharing edges and sharing the same camera center (see JVET-C0050 [3] for illustrations of the formats). It can increase the coding performance especially if there is camera movement or moving objects in the scene.
General Method
The method will be described for two faces sharing an edge. It is however used for all edges of all faces. Consider the two faces A and B sharing an edge (Figure 1). We suggest the extension of the image of face A with data from the image of face B in such a way that the geometrical distortion across their common edge is compensated. MC for regions in the image of face A is then performed on this extended image. No additional signaling is needed for this method, since it can be derived from the spatial position in the sequence frame how the compensation of geometrical distortion has to be performed.
The extension of a face based on data from another face is illustrated in Figure 1. If the camera calibration matrices corresponding to the images planes A and B,  and , as well the angle θ between them is known, the extension can be performed by the application of a homography matrix:


The homography consists of the following steps:
· Projection of the point in image B to a 3D point (or ray, since the distance Z from the camera does not matter, it cancels out)
· Change of coordinate system, compensating the alignment of the image planes. It is a rotation around the shared edge of the faces, defined by 
· Projection to a point in image A 

[image: ]
Figure 1: The image of face B can be projected to extend the image of face B 

Method for Cube3x2 Format
A possible implementation of the method for case of 360° video is explained here for the case of cube3x2 format. The faces of the cube are arranged in a frame as is shown in Figure 2. 
[image: ]
Figure 2: A possible arrangement of the cube faces in a frame, the cube3x2 format. The original video does not include the padded image borders. These are generated by the en/decoder, conventionally by border value replication.
Every cube face (called main face here) has four neighboring faces (Figure 3). In this document, the term neighbors refers to faces which share edges in the assembled cube. Note that they do not necessarily need to share a border in the composed picture (compare Figure 2 and Figure 3). Without correction, geometrical distortions across the borders between two faces are usually observed. 
[image: ]
Figure 3: A cube face and its neighbors
Each cube face can be extended using data from its neighbors (Figure 4). The extension is done using the method described above. The area in which the MC is performed is extended based on the location of the block which shall be predicted. The face which contains the current block is defined as the main face according to Figure 3. The four neighbors are used together with the main face to generate an extended face (Figure 4). The area of the main face is left unchanged, while the area around the main face is extended with a projection of the neighbor faces to the image plane of the main face. As long as motion compensation is performed inside the main face the behavior is the same as without the face extension. When motion compensation is applied across or beyond the edge of the main face, information from the geometry compensated faces is used. Figures 5 and 6 illustrate the extension of a face for a face of the “bicyclist” sequence.
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Figure 4: A face (called main face) can be extended using its four neighbors
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Figure 5: The main face (left) and its right neighbor (right)
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Figure 6: The main face and its extension using the right neighbor. There are no distortions (e.g. bends) at the edge between the faces.
The concrete method for the extension of cube faces is as follows. We assume the camera calibration matrices to be:

Further, the coordinate frame of image plane A shall be the x-y plane, while image plane B lies in the y-z plane. Then the rotation aligning them is a rotation by 90° around the y axis. The mapping of data from the left neighboring face can then be described using the following homography matrix:

f is  the focal length, it can be derived from the resolution of the cube faces, as , where w is the width/height of a face.
Similar homographies apply for the other faces. Each cube face is extended in this manner. However, the extended regions overlap each other. Thus they are stored in separate additional reference pictures (Figure 7, examples of the additional reference pictures for the “bicyclist” sequence at the end of the document). The reference picture which has to be used during encoding and decoding is derived based on the spatial location of the block which is processed at that moment. Thus, no additional signaling is needed (the number of pictures in the reference picture lists is unchanged). More concretely, although 6 reference pictures can be considered to be available now instead of one, only one is used for a given prediction block, as the block can be assigned to a single face and its corresponding extension (which one is determined by the blocks location). This can be done by transparently replacing the applicable reference picture with the corresponding additional reference picture based on the location of the block which is processed. The replacement is performed for the past and future reference pictures in the reference picture list of the picture which shall be predicted. 
This method also accounts for the “wrapping around” of the 360° video. Each face border can be extended with information from its neighbors (also those at picture borders). 
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Figure 7: An extended cube face is stored in an additional reference picture at the same position it has in the original picture. The extension is also applied to the borders, which are conventionally generated by value replication. Here the borders are filled with data from the neighboring faces.     
Results
The proposed method was tested on the set of 360° sequences listed in Table 1.  Mainly it consists of the sequences provided by GoPro as JVET candidate sequences (see JVET-C0021 [2]). Note that for some sequences, the arrangement of the faces has been modified by the original proponents compared to the original contribution. In this document, random access was selected as the coding scenario. The coding performance of the method is shown in  the BD-statistics in Table 2. The reference for the BD-statistics was chosen to be the coding performance of HEVC. The method was implemented in HM 16.7. As can be seen from the table the method increases the rate savings on average  by 1.1 % , while increasing the average PSNR by 0.04 %. Note that all of the 4 sequences featuring a moving camera (“Driving360 left”, “bicyclist”,  “glacier” and “ski downhill'') are among the 5  sequences for which the highest rate savings were obtained. The highest savings were found for the sequence “glacier” with rate savings of 4.3 %. There are higher rate saving with the preposed method for the seqeunces featering a moving camera. The average saving for the sequences featuring a moving camera are 2.1 %, whereas for the sequences featuring a static camera the average savings are 0.4 %. The motion in the latter sequences is mostly limited to small areas, which explains the difference in the performance of the method for theses sequences. 



	Sequence 
	 Provider    
	 Resolution 
	 Frame rate 
	Length 
	 Camera typ 

	Dancing360 left
	 ETRI*     
	 3072x2048  
	30
	600
	 static  

	Driving360 left
	 ETRI*        
	 3072x2048  
	30
	300
	 moving  

	abyss great shark
	 GoPro (JVET candidates) 
	 2880x1920  
	30
	300
	 static  

	bicyclist
	 GoPro (JVET candidates) 
	 2880x1920  
	25
	250
	 moving  

	glacier 
	 GoPro (JVET candidates) 
	 2880x1920  
	24
	240
	 moving  

	paramotor training
	 GoPro (JVET candidates) 
	 2880x1920  
	25
	250
	 static  

	skateboarding
	 GoPro (JVET candidates) 
	 3072x2048  
	60
	600
	 static  

	timelapse basejump 
	 GoPro (JVET candidates) 
	 2880x1920  
	25
	250
	 static  

	timelapse building 
	 GoPro (JVET candidates) 
	 2880x1920  
	25
	250
	 static  

	ski downhill 
	 GoPro*       
	 2160x1440  
	30
	300
	 moving  


Table 1: List of used sequences in cube3x2 format. The sequences marked with * have been converted to cube3x2 prior to coding, as they were not available in this format. 

	
	BD-Rate [%]   
	BD-PSNR [dB] 

	Dancing360 left 
	-0.11 %
	0.00

	Driving360 left
	-2.30 %
	0.08

	abyss great shark  
	-0.39 %
	0.02

	bicyclist          
	-1.28 %
	0.06

	glacier            
	-4.31 %
	0.18

	paramotor training 
	-0.21 %
	0.01

	skateboarding      
	-0.10 %
	0.00

	timelapse basejump 
	-0.12 %
	0.00

	timelapse building 
	-1.61 %
	0.06

	ski downhill  
	-0.49 %
	0.02

	Average   
	-1.09 %
	0.04


Table 2: RD results for the used sequences. Note that all of the 4 sequences featuring a moving camera (“Driving360 left”, “bicyclist”,  “glacier” and “ski downhill'') are among the 5  sequences for which the highest rate savings were obtained.
Examples of the additional reference pictures for “bicyclist” sequence
[image: ]
Figure 8: All six original faces of a frame of the “bicyclist” sequence. The extension of the image at the borders is shown as well, as done by the HM software. The corresponding additional reference pictures are Figure 9 to 14.
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Figure 9: The additinoal reference picture for face 1 of a frame of the “bicyclist” sequence.
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Figure 10: The additinoal reference picture for face 2 of a frame of the “bicyclist” sequence.
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Figure 11: The additinoal reference picture for face 3 of a frame of the “bicyclist” sequence.
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Figure 12: The additinoal reference picture for face 4 of a frame of the “bicyclist” sequence.
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Figure 13: The additinoal reference picture for face 5 of a frame of the “bicyclist” sequence.
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Figure 14: The additinoal reference picture for face 6 of a frame of the “bicyclist” sequence.
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