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Abstract

This document provides results for the method described in JVET-D0067 according to the JVET common test conditions and evaluation procedures for 360° video (JVET-D1030). Due to limited time the number of frames to be encoded has been reduced. The available results reportedly confirm the observations of JVET-D0067, suggesting potential compression improvements for non-static camera sequences and no significant compression impact for static camera sequences.
1 Brief summary of the method in JVET-D0067

The method targets at 360° video which is projected to 2D such that it consists of planar faces of an object, e.g. a cube or icosahedron. The content of the surrounding area of each face is corrected according to the geometry of the projection format, thus extending the face with a projection of the neighboring faces. The method is particularly beneficial in the case of moving camera and leads to a different prediction at the edges between different faces. 

Each cube face can be extended using data from its neighbors (Figure 1). The area in which the MC is performed is extended based on the location of the block which shall be predicted. The face which contains the current block is defined as the main face. The four neighbors are used together with the main face to generate an extended face. The area of the main face is left unchanged, while the area around the main face is extended with a projection of the neighbor faces to the image plane of the main face. As long as motion compensation is performed inside the main face the behavior is the same as without the face extension. When motion compensation is applied across or beyond the edge of the main face, information from the geometry compensated faces is used. 
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Figure 1: A face (called main face) can be extended using its four neighbors
2 Results for CTC test sequences
The method described in [1] has been implemented into JEM4.1 modified with the patches of the conversion software 360Lib. The new implementation is independent of additional libraries, such as OpenCV. For interpolation of the extended faces, the 6-tap Lanczos filter has been used for both Luma and Chroma in the current implementation. The filter implementation has been taken from [3]. The performance has been evaluated according to the JVET common test conditions and evaluation procedures for 360° video [2]. The results are given in the attached spreadsheet. 
Due to the limited time between the meetings, experiments with only 20 frames of the CTC sequences have been finished so far and are reported in this document. The results suggest that the proposed method provides compression benefit for sequences with non-static camera, while having minor impact on the compression performance for static camera sequences.
Rate savings were observed for all sequences captured by a non-static camera. The best savings were obtained for the sequence “DrivingInCountry”, with rate saving of about -2%, depending on the used quality measure. The average rate saving for non-static sequences for the coding of Y,U,V components were -1.8%, -2.8%, -2.6%, respectively (PSNR Encoder).
For the sequences featuring static cameras slight losses were observed. The average rate saving for these sequences for the coding of Y,U,V components were 0.2%, 0.0%, 0.1%, respectively (PSNR Encoder).
3 Conclusions
It is suggested to continue exploration work on geometry correction for motion compensated prediction in 360° video in an Ad-Hoc Group or an Exploration Experiment of the JVET. 
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